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Law of Total Expectation
For a discrete variable, E[g(X)] = > g(z) - P[X = x]

If Aq,...,A, are a partition of the sample space, then for any
variable

E[X] = ZE[X | A - P[A]
EX* =) E[X*| Aj]-P[A]

Example: Low risk individuals have average annual losses of 100,
high risk have average annual losses of 300.

If 40% of a group are low risk and 60% high risk, then the average
for the group is 0.4 - 100 4+ 0.6 - 300 = 220
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MultiVariate Example

X
0 1 2
1101 02 0.3
2101 01 0.2

Y

E[X]=0-01+1-02+2-03+0-01+1-0.1+2-0.2
—0-02+1-03+2-0.5
=0-PX=0/+1-PX=1]+2-P[X = 2]

=1.3
Last time, we saw
1 2
PX=0|Y=1]= 6 PX=1|Y=1]= 6 PX=2|Y=1]==
1 2 3 4
EX|Y=1=0-- —+2.- - ==
X ] I= 6Jr 6jL 6 3
5
Likewise, E[X | Y =2] = 1

&

Example Continued

4 5
EX|Y=1=< EX|Y =2 =-

3 4
Key point: E[X | Y] is a function of Y. As a result, it is also a

random variable.

P[E[X | Y] =4/3] = P[Y = 1] = 0.6
P[E[X | Y] =5/4] = P[Y = 2] = 04
[ [X|Y]]:06-§+o.4g
~ 13
= E[X]

That is not a coincidence.
Remember: E[X | Y] is random. E[X] is a (non-random) number.
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Double Expectation
Recall that

Elg(Y)]=> gly)-P[Y =y
B[X] = Y B[X | A]-PlA]
EX]=) E[X|Y =y]-P[Y =y

— B[E[X | Y]
This works for all raw moments:
E[X"] = E[E[X"* | Y]]
Central moments require an adjustment:

Var[X] = E[Var[X | Y]] + Var[E[X | Y]]
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X
0o 1 2 ,
y 1|01 02 03 Find Var|X]
2101 01 02
4 5
BX |Y=1]=; EX|Y=2=]
1 2 3 4N\? 5
Varl X |Y =11=0%2. 2 +12.2492. 2 _ [ Z _
ar(X Y =1] =07 <412 24222 (3) :
1 1 2 5\2 11
VarlX |V =91 =02.2412.2492.2_(2) = =
ar(X |V =2 = 0% {412 £ 4222 (4) :

Var[X]| = E[Var[X | Y]] + Var[E[X | Y]]

5 11 (4 5
=06--4+04-—+(-—>) -06-04
9" 16+( )

=10.61
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Exercise 1
I roll a fair six-sided die, and N comes up. I then flip NV independent
fair coins. Find the mean and variance of the number of heads.
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Ex%rcjl e ];l o _ , _ @
roll a fair six-sided die, and N comes up. I then flip IV independent
fair coins. Find the mean and variance of the number of heads.

Let H = # of heads. If we knew NN this would be easy.
That is a hint to use double expectation.

E[H] = E[E[H | N]]

2
1 1+6_Z
2 2 |4
Var[H| = E[Var[H | N]| + Var[E[H | N|]
1 1] N
—EIN.Z.Z -
[ 22 + Var 2]
1 1 1 7 1 35 77
—ZE[N]+ZVaI[N]—Z'§+Z‘1—— @




Exercise 2
X
o o o o o S 0 1 2
The joint distribution of X and Y is 1101 02 03
as follows. Find E[Y] and Var[Y]. Y 2101 01 02
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X
o o o o o S 0 1 2
The joint distribution of X and Y is 1101 02 03
as follows. Find E[Y] and Var[Y]. Y 2101 01 02
E[Y]=1-(0.14+02+0.3)+2-(0.140.1+0.2)
=1-06+2-04=[14
E[Y?] =1%0.6+2% 0.4 = 2.2
Var[Y] = 2.2 — 1.4% =]0.24
0.1 0.1
Or: BEY [ X=0=1-———+2. ——— =15
r: E[Y | ] 01+01 - 01101
0.2 0.1 4
Bl [ X=1=1—2 2.2 _2
0.2+0.1 0.24+01 3
0.3 0.2
EY | X=2=1 ———+2. ——— =14
0.3+0.2 0.3+0.2
4
E[Y] =E[E[Y | X])=15-0.2+ 503+ 1.4-05=[14
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Exercise 2 (Continued)

X
0 1 9 EY | X=0=1.5
, 101 02 03 E[Y | X =1] =4/3
2101 01 0.2 E[Y | X = 2] =14

2

Var[Y | X =0]=(2-1)°-0.5-0.5=0.25
2 1 2
Y| X=1=2-12.2.2 =2
Var[Y” | J=( ) 3379
Var[Y | X =2] = (2—-1)*-0.6-0.4 = 0.24

Var[Y] = E[Var[Y | X]] + Var[E[Y | X]]

2
=0.2-0.2540.3 - 9 +0.5-0.24

42
+<152 02+3—2 0.3+1.42. 05) 1.42

=10.24
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