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A.2 Bayesian Credibility A.2.0a Recognizing Distributions

Example 1
Suppose that f(x) = cz3 for 0 < x < 10. Find E[X].
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Example 2

Suppose that f(z) = ce™®/3 for 0 < x < co. Find Var[X].
Method 1:

1
» Find ¢ =

fooo e—%/3dx

» Find E[X] = [ 2-ce™®/3dx
0

» Find E[X?] = [ 22 ce™*/3dg
0

> Var[X] = B[X?] - (B[X])?
Method 2: X is exponential with mean 3, so Var[X] =32 = 9.

Method 2 is faster.

Remark: ¢ = 1/3 but we didn’t need to know it.
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Example 3 o
Suppose that f(z) = cx3e /3 for 0 < z < co. Find Var[X].
1 o
Here, just finding — = [ z3e~*/3dx is annoying.
€ 0

But f(x) is the density of a nice distribution:
If X is a Gamma(c, #) distribution then

1
f(z) = cx*le=®/ for ¢ =

0T (a)’

We have an e~%/3 term, so e~/ = ¢=2/3 and 9 = 3.
We have an 23 term, so 2! = 23 and a = 4.

Var[X] = af? =4-3%2 =|36

1
346

Remark: We didn’t need to know ¢, but ¢ =
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Gamma Family

If the density contains an exponential term, and the range is
0 < X < 0 it is probably part of the Gamma family.

For the exponential and Gamma distributions, the exponential term
is e—variable/something

)power

For the Weibull distribution, we get e~ (variable/something

For inverse exponential and Inverse Gamma distributions, it is
e —something /variable

In all of those cases, we look at the exponent first, then the rest of
the density second.
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Ga%ﬁ%athge}n%él oﬁ%ﬁee %%%?aeb?le% with the following densities: et
_ 3 —3/x
fX (33) D €
X ~ Inv. Exp.(0 = 3)
E[X] =

fy(y) = 32y%e~ W
Y ~ Gamma(f = 1/4,a = 3)
3

E[Y] =af = 1

1 1/2
_ —(z/3)"
fx(@) Wers

X ~ Weibull(r = 1/2,0 = 3)

E[X]:3r<1+1i/2) _3r(3)=3-(3-1)I =6

Note: we knew, but never used, the value of the constants out front.
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Gamma Family Exercises 2

Find the mean of the variables with the following densities:

frly) = Ze V@)

3
Y ~Inv. Gamma(f =1/2,a+1=3,a =2)
1/2 1
BlY] = 2 — =
Y] 2—1 2

_ s
fZ(Z) \/26
Z ~ Weibull(t = 1/2,1/07 = 4,0 = 1/16)
!
bz IO _2 1
16 16 8
m(0) = cf3e=

0 ~ Gamma(Scale parameter = 1/2,a — 1 = 3,a = 4)

1
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Other Distributions @

Without an exponential term, look at the range of possible values.

If the variable ranges from 0 to co it may be a Pareto.

Is the density : blah . 2
(variable 4+ something)power

If the range is from ¢ to oo it may be a single parameter Pareto.

blah
Is the density (variab?e)Power ?

If the variable ranges from 0 to 1 it may be a Beta.
Is the density (variable)?~!(1 — variable)?~1?

Note: Exam tables list the density of a beta as

1 x
al] — b—1 -~ _
cu®(1 —u) - u= 7
1
But this simplifies to cu® (1 — u)?~!. ;
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More Examples @

Find the mean of the variables with the following densities:

32
m(B) = 1+ By 5>0
B ~ Pareto(0 = 4,a = 2)
4
Blg] = - = 4
c c

flw) = 2w +5)1  (w+25)1 w=0

W ~ Pareto(6 = 2.5, = 3)
25
3=
m(0) =2800%(1 — ) 0<6<1

6 ~ Beta(a=3+1,b=4+1)

E[W] — 1.25

&3
S

I
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Mixed Exercises

Find the mean of the variables with the following densities:

fy) = —= y>10

AT
Y ~ SPP(6 =10,a = 4)
ab 40
ElY] = = —
Y] a—1 3

FO) =eX3eMO0 x>0
A ~ Gamma(f = 10, =3+ 1 = 4)
E[A] = 4 - 10 = 40

203
() = ie_w‘ A>0
A ~ Gamma(scale par. = 1/6, a = 3)
1 3
E[A]=3-- = -
Al=3.-5=7
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